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Spectrum is the Key Enabler  

 Pre-1985: ISM used for welders, microwave ovens… 

 1985: FCC allows unlicensed spread spectrum 
access in ISM bands 

 Expected market: cordless phones, baby monitors 

 802.11 specified in 1997 leads to $10 Billion annual 
in WiFi in 2012 
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The Next Frontier 

✓  2.4 GHz and 5 GHz bands 

– We (the research community) mastered and impacted  

 from cross-layer design to application layer 

– Open systems and platforms are a big reason 

 Re-programming COTS WiFi to clean-slate design and WARP 

 

 Vastly diverse spectrum access is the next frontier 

– New bands change everything 

– Clean slate design 

– Use them in new ways (not just “find a band with available 
air time and good SNR”) 
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Diverse Bands 

 UHF TV Bands: 500 MHz to 700 MHz 

– Time to reclaim them and stop calling it 
“white spaces” 

 

 

 Millimeter-wave: 30 GHz to 300 GHz 

– It’s not just for HDMI cable replacement 

 

 Visible light: 400 THz to 700 THz 

– Modulate every LED 
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UHF Bands 

 Vision: low-cost WiFi-like networking  

– Small cell to km-scale coverage 

– Outdoor tower with indoor service 

– Need sub-GHz for range and coverage 

 

 Where are we now, U.S. and globally? 

– Standards: IEEE 802.11af and 11ac 

– Evolving regulatory models 

 

 Technical and policy challenges ahead 
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Brief History of UHF Bands 

 1930’s had first television broadcasts 

 1952 FCC dedicates 470 MHz to 890 MHz to UHF 
TV 

 Result: TV revolutionizes culture 

1950’s 16 inch RCA 

1930’s 6 inch screen 



Edward Knightly 

New FCC Spectrum Sharing Rules 

 FCC “Whitespace” Ruling 2010 

 

 Unused 6 MHz UHF DTV channels may be utilized as an 
“unlicensed” band 

– Strict spectral mask to project adjacent DTV channels 

 

 Database to look up local availability (vs. sensing) 

 

 Most important release of unlicensed spectrum in 25 
years 

 

  Tech-history question: who is 
the first researcher to transmit a 
data packet in UHF bands? 
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The Promise of “Super WiFi” 

 WiFi-like networking in UHF bands 

– New availability due to global transition to DTV 

– Unlicensed spectrum style access 

 

 Signals travel km’s and penetrate trees and walls 

 

 Simplicity and cost advantage of WiFi 

 

 Cost effective rural and urban wireless access 

 



Edward Knightly 

Penetration through Obstacles 

 Frequency and material dependent loss 

 

Material/Freq
uency 

500 MHz 
(UHF) 

5 GHz Difference 

 
 
 

 
-4.8 dB 

 
-38 dB 

 
33.2 dB 

 
 
 

 
-9.5 dB 

 
-12.75 

 
3.25 dB 

 
 
 

 
-23.5 

 
-56.5 

 
33 dB 
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Super WiFi Trial @ Technology For All 

 Network architecture 

– 20 Programmable APs in operation since 2004 with 4,000 
users over 3 km2 

 Community engagement 

– Tech training to refurbished PCs 
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Rice Super WiFi Research Prototype 
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Houston Super WiFi Trial  

 First residential Super WiFi  

– Tower to home 

– In-home WiFi for commodity 
devices 

– FCC experimental license 
(pre-certification) 

 

 Coverage over 2 km 

 

 10 Mb/sec in 5 MHz 
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Technology For All Network 

 Single Super WiFi node covers > 10 WiFi nodes with superior 
in-home penetration 
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TFA Super WiFi War Drive Data 
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The Press… 
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Next Day… 
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How Much UHF Whitespace is There? 

 Smithville, Texas 

– Population 4,500 

– 108 MHz total 

– 48 MHz contiguous 

 

 Houston, TX 

– Population 2 Million 

– 0 MHz 
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What’s the Problem? TV! 

 For 60 years, 300 MHz 
of beach front property 
spectrum remains 
dedicated to UHF TV 

 

 Less than 10% of the 
population watches TV 
via UHF 

 

 Creates an artificial 
spectrum shortage, 
raising wireless prices, 
lower bandwidths 
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Agenda 

 Protocols and standards to make UHF-band 
wireless networking successful 

– research 

 

 Trials to demonstrate the worth of sub-GHz 
unlicensed spectrum 

– different issues for different countries 

– impact global spectrum policy 

 

 Path to commoditization to follow cost trend of WiFi 
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Key Components of IEEE 802.11af 

 Geolocation Database (GDC): geographic location 
and permissible frequencies 

– White Space Map 

– GDC enabling station: AP 

– GDC dependent station: STA 

 

 Registered Location Secure Server (RLSS): 
Controls a small number of APs 

 

 New control protocols 

– Network Channel Control 

 

 Flexibility for multiple regulatory models 

– Open loop to closed-loop with “kill” 
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Spectrum Database and IEEE 802.11af  
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IEEE 802.11af 

IEEE Communications Magazine, October 2013 
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2nd Generation Prototype 

 1 Watt transmit power 400 – 800 MHz 

 5 to 20 MHz channel width (bonded UHF) 

 FPGA baseband capable of 802.11 

 Compatible with WARP 
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Technical Challenges 

 Architectural opportunities 

– Network-scale energy management via dynamic ranging 

– Hot spot mitigation via footprint flexibility 

– Mobile architectures for spectrum-aware access 

– New models for spectrum database 

 

 Protocol and network design 

– Interference: the down-side of long range 

– High spectral efficiency: make the most of 6 MHz 

– Many hidden terminals: power and height asymmetry 
render “carrier sense” ineffective  
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MIMO in IEEE 802.11 

 NxM MIMO increases throughput by min(N,M) 

 Client devices often have M=1 antenna due to cost and 
space  

 Multi-User MIMO allows for APs to leverage antennas 
belonging to  group of nodes 

Ehsan Aryafar 
Rice Networks 
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 Single-User Beamforming 

 Transmitting antenna array 
focuses energy “toward” 
receiver 

 

 Exploit Channel State 
Information at the 
Transmitter (CSIT) 

 

 Improves client link quality 
and network spatial reuse 

 

 Analogous to directional 
antennas with improved 
energy direction and steering 

TX 

R1 

R2 

R3 

R4 

Omnidirectional  

Transmission 

SUBF 



Edward Knightly 

 Can employ “Zero-Forcing 

Beamforming” (ZFBF) 

 Transmitter sends multiple streams 

concurrently to different users 

 Improves theoretical system capacity 

compared to SUBF  

 Now standardized in IEEE 802.11ac  

 Channel sounding for pre-coding and 

zero-forcing 

 High spectral efficiency 

 

R1 SUBF 

TX 
R2 

R3 

R4 

MUBF 

Multi-User Beamforming (MUBF) 
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ack CSI 

ack CSI 

Data 
Pilot

s 

ack CSI 

Channel Sounding Timeline for 802.11ac 

Rx 
A 

Tx 

Rx 
B 

Rx 
C 

Transmission Procedure 

1. Select group and send channel sounding training sequence (Pilot Tones) 

2. Receive channel state feedback (CSI) from each receiver serially 

3. Construct steering weights and transmit data 

4. Acknowledge transmission 
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Experimental Spectral Efficiency Gains 
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Figure7: Impact of concurrent user selection.

the achieved capacity. This behavior is observed in the aggregate
capacity resultsof Fig. 7(c).

Finding: In a low SNRregion, ZFBF and SUBF can significantly
enhance the receiver’s SNR resulting in large gains compared to

Omni. With higher link qualities, SUBF only causes a small ca-
pacity improvement over Omni, whereas ZFBF benefits from user

multiplexing and thus causes a 2x capacity improvement.
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Figure8: Impact of user population size.

4.3 Impact of User Population Size
Wenow investigate the performance of ZFBF as the number of
served users approaches the number of transmitter antennas. We
use the same node deployment setup of Fig. 7(a) and perform the
same set of experiments as in the previous subsection. However,
insteadof serving twousers,weevaluatetheperformanceof Omni,
SUBF, and ZFBF-EP as the transmitter serves two, three, or four
users.
Using themeasuredSNRsof each link for theOmni, SUBF,and
ZFBF schemes, wecomputeeach sub-topology’saggregatecapac-

ity. Next,wegroupthesub-topologiesbasedonreceiver population
sizeand calculate theaveragecapacity for each group in Fig. 8(a).
In addition, we find the average per-link SNR difference between
ZFBFandOmni for eachuser population sizeasshowninFig.8(b).
Fig. 8(a) showsthat Omni andSUBF capacities remain constant
regardlessof user population sizebecausethenet capacity issimply
theaverageof eachper-link SNR.Thereforeeven if user population
sizeincreases, theaverageof all possible topologieswill remain the
same. In ZFBF, we observe a considerable capacity improvement
from2to3concurrent users,however only amarginal improvement
from3 to4 users.
On theother hand, Fig. 8(b) revealsthat asweincrease thenum-
ber of receivers, ZFBF’s relative per-link SINR gain over Omni
decreases. ZFBF’sper-link SINR is several dB greater than Omni
for the two-receiver case. However, for the three receiver case, the
per-link SINR gain over Omni is essentially 0 while the SINR for
the four receiver case isalmost 6 dB below that of Omni.

Finding: The aggregate capacity of ZFBF saturates as the num-
ber of served users approaches the DoF at the expense of a signif-

icant drop in per-link SINR. Thus, the number of users ZFBF can
servedependson thelink quality constraintsof theindividual user.

5. EFFECTSOF CHANNEL VARIATION
Thus far, the experiments were conducted with perfect channel
information at the transmitter. However, in practice, channel infor-
mation can becomeoutdated for multiple reasons. For example, as
observed inFig. 3, evenwith fixedwirelessendpoints, themobility
of objectsor people in theenvironment can causesignificant chan-
nel variation. Furthermore, adevice’smobility canoutdateachan-
nel estimate by the time it is used to transmit beamformed data.
Inaccurate channel information can destroy the zero-interference
condition of the selected beams, potentially rendering the packets
undecodable. Therefore, it is crucial to understand the effects of
channel update rate and variation on overall performance. In this
section, we explore the effects of channel variation on ZFBF per-
formance.
Scenar io. In order to have consistent and precise control over
the channel and its variability, we use a channel emulator. Fig. 9
depicts thesetupover which theexperimentswereconducted. The
four-antenna transmitter and twosingle-antenna receiversarecon-
nected to the Azimuth ACE 400WB Channel Emulator [2]. The
boardsandchannel emulator areconnectedtothehost PC thatman-
agesthe transmission of theboardsandchannel profileusedby the
channel emulator. Thechannel profileparametersusedby thechan-
nel emulator are shown in Table 2. The channel model is adapted
from802.11n task group (TGn) modelsusedtoevaluatetheperfor-
manceof MIMO in indoor environments [4]. This channel model
is composed of nine Non-Line-of-Sight (NLOS) Rayleigh fading

signal strength (RSS) valueof thistransmission anduploadthedata
to the host PC for logging. In this section, wewill detail the three
maincomponentsof theaforementionedsystem: Channel Training,
Channel Estimation, andBeamWeight Calculation.

Dh &
W

&W'

Z

t ZW
E

d W

Figure2: Transmitter platform.

Channel Training. During channel training, thebasestation si-
multaneously transmitsapreamblesequenceon all of itsantennas.
The structure of the preamble is shown in Fig. 3. Each preamble
iscomposed of threemain sections. Thefirst is theShort Training
sequence, which is a narrow-band tone used by the receiver’s Au-
tomaticGain Control (AGC) mechanism. The second is the Long
Training sequence, a wide-band sequence from the 802.11a stan-
dard with strong autocorrelation properties that is used for timing
synchronization at the receiver. Thissequence iscrucial to thesys-
tem’s performance because it helps eliminate the adverse effects
of Carrier Frequency Offset (CFO) that are caused by oscillator
drift between the transmitter and receiver. The CFO problem in a
wireless system occurs due to differencesbetween transmitter and
receiver oscillators. Theoscillator isresponsible for generating the
high frequency carrier signal. In today’shardware, oscillatorsdrift
on theorder of partsper million (ppm) perCo aboveor below room
temperature. Such driftscouldcausesignificant distortion between
receivedand transmitted signal phase to thepoint were thecorrect
signal can not bedecoded. In acommunication system, thepream-
ble is used at the receiver to correct the CFO that exists between
the transmitter and receiver. The third is the pilot tone, a narrow-
band toneused for actual channel estimation. All threepartsof the
preamblehave identical valuesfor each antenna.
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Figure3: Preamblestructure.

Theonly differencebetweentheantennas’ preamblesisthestruc-
ture as is apparent in Fig. 3. All four transmit antennas send the
Long and Short training symbols in parallel because the receiver

doesnot carewhich antenna the training symbolsoriginated from.
However, because channel estimates (andH matrices) need infor-
mation for each antennapath, the transmitter sends them such that
during thePilot section of thepreamble, only oneantenna is trans-
mittinga tone for channel estimation at a time.
Channel Estimation and Beam Weight Calculation. Channel
estimation isaccomplished by comparing the received Pilot Tones
to the expected Pilot Tone. Once the H matrix is obtained, the
beamforming weights can be found from thedesired beamweight
calculation algorithm (Eq. (4) in ZFBF). After this, the required
power allocation scheme is applied to each of the selected beams.
The resulting beam weights are then downloaded to the FPGA,
which constructs thebeamformeddataand transmits it through the
radiocards.

3.2 Measurement Setup
In this subsection, wedescribe theconditions under which OTA
transmissionswereperformed. First,weshow that thefeedback de-
lay of our system(i.e. thetimeinterval betweenchannel estimation
at the receiver and beamformed data transmission at the transmit-
ter) is within the channel coherence time. Then, we describe the
metricsused toevaluate theperformanceof different schemes.

3.2.1 Channel Coherence Time

Thetotal feedback delay inour implementation isequal to60ms
due to the nature of theWARPLab framework. Because all base-
band processing happens at the host PC in MATLAB, the system
has the added latency of downloading and uploading data streams
over Ethernet. If thechannel variessignificantly duringthistimein-
terval, the initial channel estimatewouldbecomeoutdated. There-
sultingmulti-user interferencewithin theselecteduser groupcould
behigh enough to adversely affect system performance. Thus, for
valid OTA transmissions the system feedback delay in our evalua-
tion testbed should bewithin thechannel coherence time.
Tomeasurechannel coherencetime,westudiedthechannel vari-
ation behavior of several randomly selected links for nodedeploy-
mentsconsidered in thispaper. For each of these links, westudied
the channel variation characteristics for a continuous duration of
one hour by sending back-to-back preamble packets at a rate of
100 pkts/s (which isas fast as the testbed can transmit). As the re-
ceivingnode receivesthepreamblepackets, it uploads thereceived
data to the host PC where each corresponding channel estimate is
calculatedandstored.
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Figure4: Channel var iation.

The experiments were conducted in an interference-free chan-
nel 2 and under two environmental conditions: late at night when

2The OTA experiments were conducted on the 802.11-2.4GHz
channel 14,whichconsumer WiFi devicesarenot allowedtousein
theUSA.

 2010 prototype 

 World’s first MU-MIMO WLAN 
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IEEE 802.11ac 
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Sub-GHz MUBF Challenges 

 Limited multipath outdoors 
– Necessitates greater client separation distances 

– Careful consideration of user grouping algorithm 

 

 Interference management 
–Multiple cells and out-of-network devices 

 

 Overhead amortization 
– Ensure throughput benefit outweighs overhead to 

sound channels 

 

 Antenna array size 
– BF requires minimum λ/2 separation distance 

–@ 500 MHz, λ=0.5m  large physical array size 
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Next Trial: Latin America 

 More spectrum availability (fewer TV channels) 

 Spectrum sharing rules under development 

 National broadband plans for underserved 
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Missing Element: Wireless Connectivity 

 National imperative: 
“servicios de conectividad y de telecomunicaciones a bajo 
costo, de calidad, incluyendo infraestructura, contenidos, 
sistemas y servicios de información, con el objeto de alcanzar 
el desarrollo económico y social con equidad basados en el 
acceso universal de nuestros ciudadanos” 
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Visible Light 

 Spectral range: 

– 400 to 800 THz (400 to 725 nm wavelength) 
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Visible Light Communication 

 LED transmitter  

– modulating signals at high frequency at lighting source 

 Photodiode or image sensor receiver 

 Diverse application scenarios 
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And It’s Green… 

 Low energy 
per bit per 
meter 
compared 
to RF 

Source: PSU VLC Workshop, 2010 
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New Standards: IEEE 802.15.7 

 Up to 100 Mb/sec 

 

 How to go fast? 

– Multiple optical sources (MIMO) 

– Multiple frequencies (colors) 

– Advanced modulation CSK (color shift keying) 

– On-Off Keying (OOK) where “off” = “less bright” 

 

Can emit constant-brightness “white” 
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Modulation and Coding 

 2-VPPM: Variable Position Pulse Modulation 

 A generalization of Manchester coding 

 75% pulse width for increased average intensity  level 
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Color Shift Keying (CSK) 

 White light via simultaneously exciting red, green 
and blue LEDs  

 

 4-CSK (two bits per symbol)  

– Source wave-length keyed to 1 of 4 possible wavelengths 
(colors)  per bit pair combination 

 

 IEEE 802.15.7 breaks the spectrum into 7 color 
bands  

 

 Design codes so that the resulting color is 
guaranteed to be white 
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Applications: Vehicular VLC (V2LC) 

 Applications: vehicle safety and internet access 

 Requirements: stringent reachability and latency 

 Infrastructure support: vehicle and infrastructure 
lighting (traffic lights, street lights) 

 Modulation not noticeable by people 

 

C. Liu, B. Sadeghi, and E. Knightly, "Enabling Vehicular Visible Light 

Communication (V2LC) Networks," in Proceedings of ACM VANET 2011.  
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V2LC Network Architecture and Services 

Infrastructure 

network 

Internet 

 Multihop inter-vehicle forwarding 

 Limited neighbor broadcasting 

 Infrastructure-to-vehicle one-hop broadcasting 

 Vehicle-to-infrastructure one-hop anycasting 

 Vehicle-to/from-infrastructure unicasting 
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Vehicular Safety Demonstration 

 Tail light: transmit speed, location, heading, break 
status, turn signal status, etc. 

 Warn nearby drivers 
• Tx: Unmodified tail light LED 

 

 

 

 

• Rx: single photodiode 

 

 

 

 

• No perceptible flicker 

 

 

 

Intel and National Taiwan 

University demo at ACM MobiSys 

2013 and IEEE Communications 

Magazine December 2013 
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Intel-Rice Prototype and Experiments 
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The Communication Medium 

 War drive experiments: binary field of view 

– Within a few centimeters, loss goes from 0% to 100% 

– Typical angle: 12o  

– Typical range: 100 meters 

 

 

 Multipath experiments: only short-range reflection 

– The reflected signal is received only in close range (< 1.5 m) 

– No hindrance to full duplex at > 1.5 m 

– Rare reflections at stop lights 

Receiver & transmitter 
at 100 cm separation 

d 
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Will VLC Work in the Daytime? 

Visible (white) light spectrum, 390—750 nm 

Sunlight spectrum 

Photo-diode response 
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Experiment: Robustness to Wideband Noise 

 Limits: photodiode saturation in direct sunlight 

– Sun must be direct and < 12 degrees from horizon AND 

– Data source must be > 100 meters away 

 Opportunities 

– Other potential data paths (complete outage rare?) 

– Better receiver can “capture” 
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Safety and v2v Broadcasting 

 Experiment: safety communications under various 
traffic density 

 Links have limited range and angles.  

 When can vehicles reliably warn each other about 
upcoming hazards? 
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LEDs as Receivers!? 

 Low-complexity design 

 Applications from microcontrollers to toys 

 On-Off keying for transmitter 

 Receiver: operate LED in reverse bias 

– Capacitor discharges faster when received light creates 
photocurrent 

 

 

 

Source:. Giustiniano et al., best paper winner, IFIP Wireless Days 2012 
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Cameras as Receivers 

 Leverage ubiquity of cameras on communication 
devices 

 Receiver array vs. single photodiode 

 Spatial separation/resolution for massive MIMO 

Source: Rick Roberts, Intel Labs 
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VLC Challenges 

 High mobility 

– Maintain connectivity 

– Maintain real-time performance 

– Dynamic and smart selection of transmit lights 

 

 Protocol design from the ground up 

– Vehicular emergency services, LAN, microcontrolled devices 

 

 Prototypes and experiments with new services and 
real-world operating conditions 

 

 PHY advances for robust, low-cost, high-performance 
links 

 

 



Edward Knightly 

Summary 

 Opportunities for truly diverse spectrum access 

– Wavelengths from meter to nanometer 

– Frequencies from 100’s of MHz to 100’s of THz 

 

 Research and trials critical 

– New models of spectrum sharing 

– New application scenarios and proof-of-concept demos 

– Exploit flexible and evolving IEEE 802 standards 

 

 Steer the FCC, markets and policy 

http://networks.rice.edu 


