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Networks are difficult to manage.



What Does Software Defined
Networking Have to Do With It?

* Distributed configuration is a bad idea

* Instead: Control the network from a logically
centralized system
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SDN Forwarding Abstraction
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Network OS

. “If header = p, send to port 4”
Packet “If header = g, overwrite header with r,
Forwarding add header s, and send to ports 5,6"
“If header = ?, send to me”
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Can SDN help?
(Yes...but we must understand why
configuration is hard in the first place.)



Configuration Changes are Frequent

* Changes to the network
configuration occur daily

— Errors are frequent

* Operators must
determine
— What will happen in

response to a
configuration change

— Whether the
configuration is correct

Georgia Tech add del mod Total
Routers (16) 31,178 27,064 | 262,216 | 326,458
Firewalls (365) 249,595 | 118,571 | 171,005 | 539,171
Switches (716) 216,958 20,185 | 116,277 | 353,420
Rtr avg. per device 2,324 1,692 16,389 20,404
FW avg. per device 684 325 460 1,477
Swt avg. per device 303 28 162 494
aaa access-list arp
exit

port-object rate-limit

switchport

interface

network-object
object-group

set



Configuration Exposes the (Complex)
Physical Topology

Home Network - Showing Computers, and Media Devices
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The Need for Abstractions

* Configuration changes are frequent

— Policies are dynamic, depend on temporal conditions
defined in terms of external events

— Abstraction: State machine

e Configuration exposes the physical topology

— Operators do not need to know about the physical
topology when configuring policies. Instead, they need a
logical view of the network

— Abstraction: Virtual network

e Configuration languages are too low-level
— Need to configure networks at a higher level
— Abstraction: Functional programming primitives



Abstractions for Network Management

e State machines for event processing
— State-based network policies
— Composition operators
— Example applications: Home, campus

* Virtual networks for policy specification

— Network operators can express policies in terms of a
virtual topology, without needing to know about
details of underlying topology

— Example applications: Internet exchange point (IXP)



The Need for Event Processing

Guideline Statement

No individual service or system running on the wired/wireless network should use more than 10 gigabytes (10GBs)
of bandwidth per day, regardless of whether it is inbound or outbound over the commodity network link.

Initial Notification: Initially, a system will trigger an overuse notification if the 5 day average for either inbound or
outbound usage exceeds 10 GBs. To calculate a 5 day average, we use the greatest value of inbound or outbound

As a student, staff, faculty,

usage per day. These numbers are totaled then averaged.

Averaging high usage over a 5 day time period allows machines infrequent bursts of activity above the daily limit. As
that you may consume eac |gng as the usage totals less than 50 GB in a 5 day period, no notification would be issued.

are in place to ensure that The situation illustrated in the table below WOULD generate an initial overuse notification. However, no notification

) would be issued if, for example, the spike in inbound usage on Day 2 wereonly 40 GB (3.5 +40+ 1.5+ 2 + 1.5 =
Exceeding your extemal bal 48.5 GB/5 = 9.7 GB)

class network for up to one [Usage

Day 1 Ibav 2 Ibav 3 Ibav4 Ibav s [Total/Averaae |

Inbound

3.5 GB Procedure

Qutbound 1 GB

However, there are no band
download/upload as much ir

www.utexas.edu, UT Direct).

Bandwidth Allocations

Students

Notice that, in the followir
10 GBs. However, an ove
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It is possible to determine the bandwidth used by a single computer on ResNet over a set period of
time. Based on this information, the following rules will be enforced:

1. On a daily basis, compute the per computer bandwidth usage for ResNet network traffic
destined to sites off-campus.

2. For computers where the utilization exceeds a daily threshold of 5 GB (gigabytes), e-mail
the owner of the computer, noting:

Allocation/Week o the bandwidth usage issues (e.g. shared resource, student’s use as compared to the

average, etc.)

500 Megabytes o pointers to information on curbing outbound traffic usage

Graduate Fellowships'

o consequences for continued over-use (include information about how many notices
25 Gigabytes have been sent)

Faculty

o information on how to request additional bandwidth if needed for academic or

100 Gigabytes research projects

Full-time Staff and Official Visitors

25 Gigabytes 3. After 5 such notices, the student’s computer will have its outbound bandwidth restricted to
64 kb/s (kilobits per second) for the remainder of the semester.

Part-time Staff

5 Gigabyte




The Need for Event Processing

Rate limit all Bittorrent traffic between the
nours of 9 a.m. and 5 p.m.

Do not use more than 100 GB of my monthly
allocation for Netflix traffic

If a host becomes infected, re-direct it to a
captive portal with software patches



State Machine Abstraction

e State: A set of domain values.

* Events: Trigger state transitions in the controller’s
finite state machine.

— Intrusions
— Traffic fluctuations
— Arrival/departure of hosts

e State machine transitions update the current
policy/program that is “running” in the network.



Domains that Can Define States

domains Examples
Time peak traffic hours, academic semester start date
History il;l:unt of data usage, traffic rate, traffic delay, loss
User identity of the user, assignment to distinct policy
group
ingress port, ether src, ether dst, ether type, vlan 1d,
Flow vlan priority, IP src, IP dst, IP dst, IP ToS bits, src
port, dst port
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Resonance: Event-Based Network Control

ldea: Express network policies using state machines.
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Resonance: Dynamic Event Handler

————————————————————————————————————————

Authentication IDS DDoS | ... | Load Balance
Event - : ; : ’ Pyretic
O Streams 4 Program
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Controller reacts
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Determines event
source

Updates state
based on event
type

Can process both

internal and
external events
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Example FSMs and Programs

detected as IDS task
malicious flow
—
cleaned or sanitized
host data usage D-ate% usage
over 1GB within a day limit task
full
speed
host data us 1
next day )
over 2GB wi
starts (reset) aday 3
4
5
6
7
8
9
10
11
12
13
14

Dynamic
QoS task

lower priority

higher priority

traffic

tomroad ao

tomroad ao

class IDSTask (BaseTask):

def infected (self):
return drop

def clean (self):
return passthrough

def action (self):
clean_flows=self.fsm.get_action (' clean’)
pl = if_ (clean_flows,
self.clean (),
self.infected ())
return pl




Composition Mitigates State Explosion

AuthFSM IDSFSM
TimeOUt_or . Clean after Vulnerability
Successful Authentication Scan Detected

Authentication Failure

v v
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Mitigating State Explosion

Authentication Task IDS Task Usage Cap Task
Ag: Authenticated I;: Infected Cy: Capped
Ay: Unauthenticated I;: Clean C;: Uncapped

2933 288

(a) Without composition (b) With composition




Campus Network Deployment

e Software-defined
network in use across
three buildings across
the university

* Redesign of network
access control

* Also deployed at other
universities
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Application: Campus Access Control

7. REBOOT 3. VLAN with Private IP

Switch " T~
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1. New MAC Addr

New Host

4. Web
Authentication

5. Authentication

j j Result
Web Portal
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Problems with Conventional Approach

* Access control is too coarse-grained
— Static, inflexible and prone to misconfigurations
— Need to rely on VLANSs to isolate infected machines

e Cannot dynamically remap hosts to different
portions of the network

— Needs a DHCP request which for a windows user
would mean a reboot

* Monitoring is not continuous

21



Policy: State Machine, OpenFlow Rules

< Infection removed or manually fixed

Failed Authentication

Successful
Authentication

Clean after update

Vulnerability detected
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Home Network Deployment
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Abstractions for Network Management

* Virtual networks for policy specification

— Network operators can express policies in terms of a
virtual topology, without needing to know about
details of underlying topology

— Example applications: Internet exchange point (IXP)



Improving Interdomain Routing

* Routing only on destination IP prefix

— No customization of routes by application, sender

* Influence only over neighbors
— No ability to affect end-to-end paths

* |Indirect expression of policy

— Indirect mechanisms to influence path selection
(e.g., local preference, AS path prepending)



What BGP Cannot Support

Application-specific peering: Peering for specific
applications like video

Redirection to middleboxes: Redirection of specific
traffic subsets to middleboxes

Traffic offloading: Avoiding sending traffic through
intermediate peers at exchanges

Preventing free-riding: Dropping inbound traffic that
is not associated with any peering relationship

Wide-area load balancing: Rewriting destination IP
address for load balancing (vs. DNS)



Evolve BGP at Internet Exchanges

* New technology at a single IXP can yield
benefits for tens to hundreds of ISPs.

e |XPs are currently experiencing a rebirth (e.g.,
Open IX) and wanting to differentiate.

* New applications create need
for richer peering.



SDN: Challenges and Opportunities

* Opportunities: Freedom from constraints
— Matching of different packet header fields
— Control messages from remote networks
— Direct control over data plane

* Challenges: No existing SDN control
framework for interdomain routing

— Scaling: Hundreds to thousands
of ISPs at an IXP



SDX Design: Multiple “Applications”

SDX Controller

App App App AS D App
SDX Runtime

Auxiliary Info.
<—— (RPKI records,
BGP updates, ...)

Pyretic Runtime

Problem: Each participant needs to see its own version of
the topology.

Soluton: Each AS sees only its own virtual IXP topology

Applications run on top of SDX runtime

— Makes decisions, resolves conflicts based on both participants’
applciations and policies and auxiliary information (e.g., route
server information)



Virtual Network Abstraction

Virtual SDX Abstraction (ASes’ views of IXP)

B

. AS A ASB ASC Remote ASD
* |SPs that do not have business ' | | !
relationships with one another ,_\’ — F’
D B D A C

Individual AS policiesi

cannot see each other. ;
— (e.g., AS A and C have NO SDX Controller

d | reCt Con nectlon) ! Composite Flow-rule entries

v

A IXP Switching Fabric

e Enforced using symbolic
execution at SDX

Route Server



Implementing the Virtual Network Abstraction

* Symbolic execution: Tag packets on input, use state
machine to determine output port.

I
Ingress Ports: :

_______________________________________

dstip=ipC | |

Virtual Switches:

Egress Ports:

* Sequential composition of ISP policies: SDX runtime
composes policies in order based on result from
symbolic execution.



Abstractions for Network Management

e State machines for event processing
— State-based network policies
— Composition operators
— Example applications: Home, campus

* Virtual networks for policy specification

— Network operators can express policies in terms of a
virtual topology, without needing to know about
details of underlying topology

— Example applications: Internet exchange point (IXP)



The Need for Abstractions

e Configuration changes are frequent

— Policies are dynamic, depend on temporal conditions
defined in terms of external events

— Abstraction: State machine

e Configuration exposes the physical topology

— Operators do not need to know about the physical
topology when configuring policies. Instead, they need a
logical view of the network

— Abstraction: Virtual network

e Configuration languages are too low-level
— Need to configure networks at a higher level
— Abstraction: Functional programming primitives
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Procera: Functional Programming
Abstractions

. usape authoete.

 Sensors
. . history
_databases
i Y constraint
L ———
imvalidation NC ——
b
o FE
Aow request,link status ete.

commands

* Input signals from environment

Define a signal function for a device going
over (or under) the usage cap:

overUnderEvent =
proc env —+ do
capMap + capTracker —< env
usagedb + usage Tracker — env
usageChanges + usageChangesTracker — env
let now = calendarTime env
let over sre =
monthlyUsage usagedb now > capMap ! sre

condSplit over — usageChanges

Define the set of devices over the cap:

overSetotream =
proc env — do
(over, under) + overUnderEvent — env
toSetStream — (over, under)

* Windowing and aggregation functions that process and combine

* Periodically updates a flow constraint function that controls the

forwarding elements
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Procera Language Properties

Declarative Reactivity: Describing when events
happen, what changes they trigger, and how
permissions change over time.

Expressive and Compositional Operators:
Building reactive permissions out of smaller re-
active components.

Well-defined Semantics: Simple semantics,
simplifying policy specification.

Error Checking & Conflict Resolution: Leveraging
well-defined, mathematical semantics.
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Summary

* Configuration changes are frequent

— Policies are dynamic, depend on temporal conditions
defined in terms of external events

— Abstraction: State machine

e Configuration exposes the physical topology

— Operators do not need to know about the physical
topology when configuring policies. Instead, they need a
logical view of the network

— Abstraction: Virtual network

* Configuration languages are too low-level
— Need to configure networks at a higher level
— Abstraction: Functional programming primitives (Procera)
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— Josh Reich (Princeton)

* SDX
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— Laurent Vanbever (Princeton)
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— Andi Voellmy (Yale)



