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Outline

• Background-What is Internet?
– Internet & Web
– Future Network can be derived from clean-slate approach.

• Agent based IP (AIP) for Future Network 
Architecture
– IP Glue : IP Packet forwarding & IP Global Identifier.
– Basic Principle in separating of Node ID & Location ID
– Basic Principle in L2 Forwarding for Transport

• Conclusion
– Agent based Address Resolution Protocol for Mobility
– Separating IP control/Forwarding Plane for L2 Transport
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Background: Internet & WEB Platform

IP

Kazaa VoIP Mail News Video Audio IM U Tube
Applications

TCP SIP UDP RTP
Transport protocols

Ethernet 802.11 SatelliteOpticalPower lines BluetoothATMIP on
everything

HTTP

Everything
on WEB

Continued
Innovations

Modified John Doyle Slide

Ossification

Ethernet Forum Workshop, 
Nov. 2007
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Internet is becoming a critical part of 
an socio economic infrastructure

Net-delivered services are reshaping the 
world (search, media, games etc.)

Addition of billions of new devices, mobile, 
machine and sensors. 

Tomorrow’s users will be surrounded by 
pervasive devices, embedded sensors and 
systems… all connected to the Internet.

Internet is facing several limitations. 
Lack of robustness, mobility, security, QoS
and Management scheme. 

not economically sustainable & Ill-suited 
for emerging technologies

Clean Slate approach 

Some fundamental issues that cannot 
be fixed incrementally with patches.

Background: Why need you Future Internet?
Ethernet Forum Workshop, 

Nov. 2007
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Background:Why need a clean-slate 
approach?

• Internet can support
P1. Packet Multiplexing
P2. Application Transparency
P3. Universal connectivity
P4. End-to-End argument
P5. Subnet heterogeneity
P6. Common Bearer Service
P7. Packet Forwarding context
P8. Global addressing
P9. Stateless Routing
P10. Protocol Layering

Internet IP (Control: naming & 
Addressing) + IP(Transport: IP 
Addressing & Routing)

• Internet not support
P11. Security
P12. Congestion Control
P13. Resource Allocation
P14. Mobility

– ?
Internet IP (Control: 

naming & Addressing) + 
L2(Transport: L2 Packet 

forwarding)
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Background: What is Future Internet?

New Paradigms?

Network and Protocol Architectures?

Distributed Systems and Services?

Internet 
Arch Limitations

Erosion
Enabling

Technologies
Network

Capabilities

Applications &
User Requirements

Clean-slate for Internet
but not for IP?

IP is not Internet! IP is a Protocol!



Agent based IP
for Future Network Architecture

AIP
(w.r.t. Mobility Extension & 
L2 Forwarding Extension)

IP becomes a control Protocol!
Ethernet is a high-speed L2 Packet switching!)
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Sensor Network

Summary of PMIPSeamless Future Networks

IP Based Core Networks

Various Services 
and Applications

Short Range
Connectivity

cellular

Wireline
DSL/modem

WLAN

= Interworking with various access networks & Federated Facilities

WiMAX Forum Conference, 
January 2007

2. Core L2 High-speed 
Transport Network L2 Switching

(High-Speed
Transport)

Mobility
Management 

Roaming

1. Media Access Systems
(Seamless IP Connectivity)

Slicing, Virtualization, Programmability 
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Application

TCP

IP

Network
Access

Application

TCP

IP

Network
Access

Application protocol

TCP protocol

IP protocol IP protocol

Data
Link

Network
Access

IP

Network
Access

Network
Access

IP

Network
Access

Data
Link

Data
Link

IP protocol

RouterRouter HostHost

Why we need IP for Future Network? 

• IP is the glue of Internet (All hosts and routers run IP)
– Store & Forward datagram

• Packet switched network with global scalability

– Stateless architecture
• no per flow state inside network

IP

TCP UDP

ATM
Satellite

Ethernet

What is the IP Glue?
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Critical Problems in IP Protocol

• IP is the glue of Internet.
But (∵ IP (ID) = Location ) IP (ID) ≠ Location

need a Mobility Control

• IP is a Packet Switching based on 
Hop-by-hop Routing high-speed L2 Forwarding

need a High-Speed L2 Forwarding



Agent Based IP (AIP)
- separating of ID and Location

- Mobility Extension in AIP
- Extension of L2 Forwarding

Agent based Address Translation (or MARP) protocol & 
Routing Cache Update & Query
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유성에사는
홍길동?

{MN’s IP+ISP ID} is an End point identifier for Internet

• {IP+ISP} is an End point identifier for Future Internet
• E.g., ID is “홍길동’ at 유성, Korea”

What is the IP connectivity?

Internet

at 유성

유성에홍길동’집



2008-8HYU 13 /35

어디로
가야지?

{MN’s IP+ISP ID} is a Transport end-point 

• {MN’s IP+ISP ID} is a transport end-point

What is the IP connectivity?

강릉

광주

군산

Internet

(유성의홍길동에게가는길)
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{MN’s IP+Location IP} is a Routing directive for 
Router

• Connectionless datagram (per packet basis) 

• self-routing (Location IP: Routing Directive)

홍길동
에게
가야지?

What is the IP Movement?

Distributed control
For Routing Table

도로 안내 표지판

(홍길동이현재머물고있는위치로)

어디로
가야지?
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Further Extension in AIP

IPv4+IPv4
IPv6+IPv4
E.164+IP

….

ID=

IPv4+IPv4
IPv6+IPv4
E.164+IP

….

Routing=

Home Location ID Current Location ID
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PMIPv6 Scenario

(being extended)

PMIP
Domain #2

agent.1.3.2

agent.1.2.27

Design Example1: IPv4 transport & IPv6 Access

IPv6 Access

IPv4 Transport
IPv6 Access

(dynamic mapping between IPv4 & Ipv6

LMA2

IPv6
홈서버
에이전트

LMA1(HA) LMA2
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PMIPv6 Scenario

(being extended)

PMIP
Domain #2

agent.1.3.2

agent.1.2.27

Design Example2: IPv4 transport & IPv4 Access

IPv4 Access

IPv4 Transport
IPv4 Access

(dynamic mapping between IPv4 & Ipv6

LMA2

IPv6
홈서버
에이전트

Home ID of IP1=IP1+ISP1’s IPv4

LMA1(HA) LMA2



Mobile Node
③Mobile Node

②

InternetIP1

IP2
IP3

Mobility Extension in AIP

IPv4+IPv4
IPv6+IPv4
E.164+IP

….

ID=

IPv4+IPv4
IPv6+IPv4
E.164+IP

….

Routing=

Home Location ID Current Location ID

MN’s ID
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Basic Operation of AIP

홈서버
에이전트

송신
단말

이동
단말

송신노드 수신노드송신에이
전트

홈서버
에이전트

수신에이
전트

1) 패킷송신
2) 위치정보질의응답
3) 라우팅캐쉬에저장
4) IP-in-IP 패킷송신
5) IP 전달
6) 추가패킷전달시
라우팅캐쉬를이용한
직접전송

1)
2-1)

4) 5)6)

IP 패킷

IP 패킷

IP 패킷IP-in-

IP 패킷

IP 패킷

3)

라우팅
캐쉬

액세스라우터
송신에이전트

라우팅
캐쉬

액세스라우터
수신에이전트

IP 패킷IP-in-

IP 패킷IP-in-

IP 패킷

2-2)

MARP 패킷

MARP 패킷

2-1)
2-2)

Independent Address scheme 
for Access & Transport

Self-learning 
of the tunnel

IP-in-IP packet 
forwarding



2008-8HYU 22 /35

Location Update procedure in AIP
Mobile N    Access Agent   Type
MN.1.1          agent.1.3.2         IP
MN.1.2          agent.1.1.27      PSTN
MN.1.3          agent.1.53.21    cellular

라우팅
캐쉬

홈서버
에이전트

송신
단말

이동
단말

액세스
에이전트 1

액세스
에이전트2

홈서버
에이전트

1) 단말의위치이동
2) 단말의이동감지
3) 라우팅캐시등록
4) DB 캐쉬요청및포워딩
터널설정요청

5) DB 캐쉬응답및
포워딩채널설정

6) 홈서버에등록
7) 홈서버디비갱신

1) 이동

2) 이동감지

7) 홈서버디비갱신

3) 자신의라우팅캐시에등록
4) DB 캐쉬요청및포워딩터널설정요청
5) DB 캐쉬응답및포워딩채널설정

이동
노드

1) 이동

2) 감지

5) 등록

7) 등록

액세스라우터
에이전트

라우팅
캐쉬

라우팅
캐쉬

액세스라우터
에이전트 1

액세스라우터
에이전트 2

1) 이동

6) 홈서버위치등록

4-2) DB 응답

4-1) DB 요청

ISP ID

Location ID
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Routing Update procedure in AIP
Mobile N    Access Agent   Type
MN.1.1          agent.1.3.2         IP
MN.1.2          agent.2             PSTN
MN.1.3          agent.1           cellular

라우팅
캐쉬

송신
단말

이동
단말

액세스
에이전트 1

액세스
에이전트2

송신단말

에이전트 0
이동
노드

1) 이동

2) 감지

5) 등록송신단말
에이전트

라우팅
캐쉬

라우팅
캐쉬

액세스라우터
에이전트 1

액세스라우터
에이전트 2

4-2) DB 응답

4-1) DB 요청

Tunnel 
IP 헤더 헤더1

IP 헤더 헤더2

수신이동
단말

IP 헤더

Binding update

IP 헤더 헤더2

Binding update

송신단말

IP 헤더

MN.1.2

Mobile N    Access Agent   Type
MN.1.1          agent.1.3.2         IP
MN.1.2          agent.1.1.27      PSTN
MN.1.3          agent.1.53.21    cellular

Self-learning from the 
incoming packet



Agent Based IP (AIP)
Extension of L2 Forwarding 
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어디로
가야지?

IP is a Routing Directivity but not transport directivity

• {IP} is a Routing Directivity at each Router

강릉

광주

군산

(홍길동에게가는길)

어디로
가야지? 어디로

가야지?

Internet L2 Transport

어디로
가야지?



2008-8HYU 26 /35

어디로
가야지?

Ethernet can guarantee a transport directivity

• Ethernet can guarantee transport directivity in the network

강릉

광주

군산

Ethernet L2 Transport

어디로
가야지?
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Critical Problems in Ethernet Protocol

• Ethernet is a self-learning Network, 
So, it is not scalable! (∵every 

endpoint MAC ID should be studied within the whole network)

• Ethernet is a Packet Switching Network based on 
end-point MAC high-speed L2 Forwarding

but not hierarchical domain & 
need a MAC learning within the network



Agent Based IP (AIP)
Extension of L2 Forwarding 

Hierarchical Bridge
(Provider Bridge+Provider Backbone Bridge)

MAC-in-MAC Address Resolution
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802.1Q    802.1Q PB

PB

L2 Transport in AIP = Hierarchical Bridge

Pre-established Multiple 
Spanning Tree 

PBB
송신
단말

L2
캐쉬

AIP

L2
캐쉬

수신
노드

F.N.1.2

송신 Edge 
Router

송신단말
수신 Edge 

Router
수신단말

송신백본
Bridge

수신백본
Bridge

MAC 
주소필요

MAC-in-MAC

MAC1

MAC2

MAC3

MAC4

MAC5

L2
캐쉬

AIP

Hierarchical 
Self-learning 

Domain
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Pre-established 
Multiple Spanning 

Tree

PBB

L2 Transport (Self-learning in each segment)

송신
단말

수신
노드

F.N.1.1

L2
캐쉬

액세스agent

L2
캐쉬

수신
노드

F.N.1.2

• Endpoint MAC ID will be studied within the segment.
• Ethernet Packet Switching based on end-point MAC, I.e., only need a MAC 

learning within the segment
• Access agent forwards packet to the access agent through multiple segments 

based on MAC-in-MAC addresses.

액세스agent

액세스agent

No broadcast for unknown packets.
But packet forwarding to the Backbone.
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L2 Transport (MAC-in-MAC Registration)

홈서버
에이전트

송신
단말

액세스
에이전트 1

홈서버
에이전트

1) 라우터에이전트의단말등록

4) 홈서버디비등록

3) 홈서버에등록

고정
노드

F.N.1.1

3) 홈서버에등록

4) 홈서버디비등록

4) 등록

라우팅
캐쉬

액세스라우터
에이전트

라우팅
캐쉬

액세스라우터
에이전트 1

1) subnet 등록

라우터에이전트는라우터자신의MAC과
자신이속한 Backbone Bridge의MAC을

고정단말의홈서버에등록)

고정
노드

F.N.1.2

2) 라우팅
캐시에저장

Mobile N    Access MAC   Backbone MAC
M.N.1.2    agent-Fe:00:27 BB1.1.1
F.N.1.* agent.-Fe:00:27 BB.1.2.2
M.N.1.3     agent.-1:53:21 BB.2.1.1

Agent IP
A.N.1.7
A.N.5.1
A.N.8.3

액세스agent
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Candidates for Future Network

• Provide continuous IP connectivity to Future IP device (mobile
users as well as Fixed terminal users)
– Q:What is the meaning of IP address (IP Glue)?
– A: IP Address is used to manage the node across the Internet

• An end communication entity (Identifier)
: (End point identifier for transport and application layer)

• Reachability for communication entity (Location)
: IP Routing directive for distributed control in Packet switching

• Ethernet Switching/Forwarding with global Scalability
– Q:What is the meaning of L2 switching? High-speed Packet switching
– (A: Fast Forwarding)

• High-speed L2 Switching but not L3 Switching
• End-to-End Connectivity
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Conclusion: Future Network Strategies

• Future Network = IP Network ? [IP+Transport]
– Internet IP (transport) + Control IP  (MIP, SIP, …)
– Internet IP (Control) + Transport IP

(IP naming & addressing)

• Key Idea (add an control protocol)
– MARP IP Mapping to Location of the terminal
– MARP enable interworking with IPv4 & IPv6
– MARP enable interworking with 4G & IP
– MARP enable interworking with L2 High-speed 

transport


