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Text Analytics without Knowledge

Is human any better?



Knowledge Base (KB)
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Knowledge on Things (KoT)

Freebase



Other Modality of KoT

entity

…



Problem Space (Tutorial@KDD15)



KoT Productized (circa 2017)

Who is the founder of 
Microsoft?

Growth

Interface

https://www.microsoft.com/en-
us/research/video/video-abstract-instafact-
bringing-knowledge-office-apps/

https://www.microsoft.com/en-us/research/video/video-abstract-instafact-bringing-knowledge-office-apps/


KoT Directions from 2017 
Conferences



Direction 1: 
Interactive Learning on Things



Direction 2: 
Actuation on Things

• Google Lens: camera (perception) into 
search  action bot



Direction 2: 
Actuation on Things



Direction 2: 
Actuation on Things



Direction 2: 
Actuation on Things



DILAB focus 

query answerlanguage 
understanding
(NLU)

perception action



DILAB Project Showcase (1/2)

COLING2016

What’s the aspect about this thing 
people are interested?



DILAB Project Showcase (2/2)

• Language-driven highlighting

Show me Sarah’s 
highlights



DILAB focus: 
Enabling Technology

query answerlanguage 
understanding
(NLU)

perception action



isA Extraction

• Hearst pattern
NP such as NP, NP, ..., and|or NP 

such NP as NP,* or|and NP 

NP, NP*, or other NP 

NP, NP*, and other NP 

NP, including NP,* or | and NP 

NP, especially NP,* or|and NP 

• … is a … pattern
NP  is a/an/the NP

• domestic animals such as 
cats and dogs …

• animals other than cats su
ch as dogs …

• China is a developing coun
try.



A traditional taxonomy



“python” in Probase “python”



Typicality

bird

“robin” is a more typical bird than a “penguin”



One hot vs. Distributed
Representation

0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0

1

TGV

KTX



Similarity

• microsoft, ibm

• google, apple

0.933

0.378 ??



Contextual Concept Learning: 
Bayesian

Google Apple

IT company



Conceptualization for 
Explainability [IJCAI2017]

Google Apple Amazon FB

Power of 
symbol



Complements Neural Embedding 
(Word2Vec)



Search Query Parsing for Action

• watch harry potter

• harry potter watch

watch

buy

What are 
Things? 
Actions?



Conceptualizing FrameNet for
Verb Understanding [AAAI2016]

FE1 FE2 FE3 FE4

Frame: Apply_heat 

Concept P(c|FE)

heat source 0.19

Large metal 0.04

Kitchen applia
nce

0.02

Instance P(w|FE)

Stove 0.00019

Radiator* 0.00015

Oven 0.00015

Grill* 0.00014

Heater* 0.00013

Fireplace* 0.00013

Lamp* 0.00013

Hair dryer* 0.00012

Candle* 0.00012https://concept.research.microsoft.com

https://concept.research.microsoft.com/


2017 Sampler

• Knowledge base

– Growth: Multimodal KB [TKDE17]

– Validate: Extracting/correcting knowledge 
from text corpus [AAAI17]

– Interface: KBQA [VLDB17]

– Reasoning: Adjective understanding 
[PAKDD2017]



Multimodal Entity Linking
Growth:
TKDE
2017



Handmade vs. Noisy KB
Validate:

AAAI
2017

Org chart with perfect hierarchy 
(h=1)

Cycle (h=0)



QA on Things

• When was Barack Obama’s wife born?
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Interface:
VLDB
2017



QA Corpus Mining (Offline)

• Questions represented as KB-template t

– How many people are in $city?

– What is the population of $city?

• Template mapped to predicate p

– City-> population

32

QA pairs as 
supervision
-(q,e,v) triples 
observed 
-(p,t) hidden
-EM optimization

Interface:
VLDB
2017



Online 

• 𝑃(𝑒|𝑞): NER

• 𝑃(𝑡|𝑒, 𝑞): what is the likely concept of e?

• 𝑃(𝑣|𝑒, 𝑝): fact table lookup (or conflict 
resolution)
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Gradable Adjective Understanding

• “Is New York bigger than San Francisco?”

• Symbolic
Ex) “big city such as Seoul”, “google is big company”,   
“Elephants are larger than dogs”.

• Neural
Ex) skip-gram, GloVe

• Problem : Symbolic Observation sparsity

Neural Missing sense of similarity

Reasoning
PAKDD 
2017



Gradable Adjective Understanding

Correlation between data and graded score 

• Large city  𝜌 with population ↑

• Large country  𝜌 with land area ↑

Reasoning
PAKDD 
2017



Conclusion

• Internet enables to collect human 
intelligence.

• Human intelligence feeds AI applications 
on (learning about / actuating) Things

• For details, visit:

– http://dilab.yonsei.ac.kr/~swhwang

http://dilab.yonsei.ac.kr/~swhwang

