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Software Defined Infrastructure

“» General Concept of Networkers

SDI

= SDN+NEFV+Cloud
= OPNFV (incl. ODL)

Open Platform for Network Functions Virtualization



Telco SDI' for 5G Mobile Network

» "Virtualization First, NFV Second, SDN Third"”

PAST oG
NE Oriented Function Oriented
(eNB, SGW, PGW, MME) (eNB & VNFs)
Standard (Only) Software APIs (Major)
Uncontrollable Network Controllable Network



What is OPNFV?

“» OPNFV(Open Platform for NFV) Components

OPNFV=
+ OpensStack : Cloud Computing
+ Ceph . Software Storage
+ KVM . Virtualization
+ Open vSwitch : Software Switch
+ Linux : Operating System
+ ODL : SDN Controller



Telco Friendly Approach (1)

< OPNFV

OPNFV Arno Overview
' *:0PNFV
stration Management "
_ " FK Function: _ Continuous New
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Telco Friendly Approach (2)

o AT&T
= Domain 2.0

AT&T Finished Products
Workloads () = Data e Internal & External

CA] c‘: AT&T Integrated Cloud Platform Programmable platform with API based automation, analytics & security throughout
Common / Reusable in Support of AT&T Finished Products & All Other Workloads

ECOMP Infrastructure

+ Infrastructure Controllers

Network Application

* Overall AIC control, * Reusable platform capabilities

+ Virtual Network Functions
Software orchestration, mgt, policy ° [EES (e.g. vEdge, vCE) = Modular virtual functions &
Platform = SD&C, MSO, A&Al, DCAE * Compute, Storage, - SDN/Network Controllers apps, Xaas

= Control loop pattern Netwnr_k . + Application Controllers
* Overall platform & app *  Hypervisor (KVM, ESXi) *+ Common Data Repositories
support components Cloud Software Elasticity

Domain 2.0
]

(Packet, Optical, Overlay)

Loose Coupling

Hardware BREKCELFAE Next Gen WAN Next Gen
Platform = r:i;‘e;'i:e(:;::;handWhiteBoxes * Packet Optical White Boxes LAN/U“derIay

Physical
Infrastructure
Assets

= Wireless Broadband White Boxes = Local Network and Fabric
(xRan, etc.) * Topology scaling

* Compute & Storage
» Site commons (power, cooling,
racks, etc.)

Legacy Base

_ L__Infrastructure

Not
D2.0

All Legacy non-D2.0 WAN, Access, Cloud, Sites, etc.

M. Chiosi, “Data Plane Acceleration Open Source,” 6



Telco Friendly Approach (3)

* Ericsson
= Cloud, SDN/NFV

CLOUD, SDN & NFV T
NFV IN SDN CONTROL DOMAIN (s s

near real time ~minute
Service trigger, dynamic . . .
[Comemg‘j’m?ce scaling, Cross Domain Service Orchestration

W\

real time: ~second

A East/\West signaling,
Forwarding state control.
Policy High transaction rate & sub

second domain

055
NMS/EMS

(((A)))

Control
/N Forwarding
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asmes orwarding
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“The Real Time Cloud,” Ericsson white paper, 2014. /



Telco Friendly Approach (4)

* Huawel
m SoftCom

Equipment-level Cloud-lization  Regional Data Center National Data Center~3rdparty

Network-level Cloud-lization
e R

IT System Cloud-lization
Carrier Cloud

" PCRF [Controller

Internetized Operation

Carrier Cloud

' : I\ \
@ a%\ 'y I \
& “\\ Cloud BB SRC|| EPC)[SBE]| ... /// :t li \\\\
=== Carrier Cloud Carrier Cloud S/ RN
'é'l'/_F_{F{_U // . 7 / /" I \\\
& {2, Cloudin Box /7 ; v Edgé\cloud ) ' F*] SN
Small Cell _ J'I p \h
NP
e : ]
~ Cloud DSL/OLT OTN/WDM WDM

&ONL \; Carrier Cloud

L. Dai, "Huawei SoftCOM: Reshaping the Future of Network Architecture,” Huawei Global Analyst Summit 2013. &



IT Friendly Approach (1)

% Openstack
m Network as a Service

Your Applications
g OPENSTACK

Compute Networking Storage

OpenStack SQared Services
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IT Friendly Approach (2)

% Intel
s Intel Rack scale architecture

Services Delivery | Shared Infrastructure
— . Policy based provisioning
Application C | Application L ] Dynamic Automation
— ‘ App/SLA mapping to underlying Infrastructure

Orchestration Software * l

AContre! Software .; | PrOV|S|on|ng Management
Orchestration optimally allocates

Infrastructure Attributes resources matching App requirements to

O i 1 (n) -1l

. Power Performance Security  Thermals Utilization Location

—ReEsoureeTpoolTTTTT Pooled Resources

Storage Network on e Abstractions allow finer granularity in pooling
: T— Network, Storage and Compute elements

Infrastructure capabilities

SDI benefits the User / Infrastructure owner by enabling faster innovation and lower cost
Efficient SDI requires Application < Infrastructure interaction

"Software Defined Infrastructure - A Gateway to Faster Innovation & Lower Costs,” OpenStack Summit, Nov. 2014.
"How Software-Defined Infrastructure Is Evolving at Intel,” White Paper, Mar. 2015. 10



IT Friendly Approach (3)

% HP
s SDI Reference Architecture (SDC, SDS, SDN, SDF)

Functional View - What functionality should HP SDI Provide?

_@ Business disruption
I Application layer |
B b

lllllll-lllll
Emerging API A

standards + SLA managed
v « KPI's defined

Application

Business Infrastructure Application Developer
applications applications catalog environment

Dynamic
requirements

Elastic supply

: (X I ]
Modeling and Orchzs;]téatlon Policy-based Federation II F Palicy |||'"
design automation control 0 ] I .
App owners Q} Orchestration & automation Operations
Infrastructure Control plane

Virtual infrastructure - Overlay
vCompute vStorage vNetwork vSecurity vFunctions

Overlay

- Virtualization '

E Facilities

- Jsecuity |

Converged
infra

Management

Physical infrastructure - Underlay
Compute Storage Network Security Facilities

Operations
Security
Business proces

Facilities

M. Safder, "HP Software-Defined Infrastructure (SDI) For the future of the Data Center” Gartner Conference, Dec.

2014. 11



IT Friendly Approach (4)

<+ EMC & VMWare

» Software Defined Storage & Software Defined Datacenter

N

5 ( End-Usér'PortaI )
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IT Friendly Approach (5)

% Google Ly Eesin
= Andromeda: SDN/NFV 5 ‘1;(#
= B4: Global SD-WAN ] Lo

= Jupiter: SDN based Datacenter Networking EV
= Kubernetes: container orchestration .
= Omega: distributed scheduling T %

s Google Fiber: support 1Gbps connection

m Project Fi: automatically connects the best network

= OnHub: Wi-Fi router — <mdes i

An ocean of
user containers

B & &

L]

MNode Node Node

& g <OnHub>
J \

X, ~_/
L} . =

<Google Fiber> 13

Scheduled and packed
dynamically onto nodes

<Kubernetes>




IT Friendly Approach (6)

% Amazon
» Global infrastructure (Region, Availability zone, Edge location)

Region
Customer Data ﬁAvailability
B coomena RN - =
E Availability
o Platform, Applications, Identity & Access Management Zone -B
"J; AE2[X| Ci|o|E{H[ 0| A
= Operating System, Network & Firewall Configuration i
o vailability
Data Integrity Authentication (File System and/or Data) (Encryption/Integrity/ldentity)
) Compute Storage Database Network
< -
Availability Zones Edge
Locations

Regions

N Callorra p
| [ [ 8
B BT 1 1 2|H Regions
B Pl

30 124 Availability Zones

53 oix] Edge

http://www.slideshare.net/awskorea/aws-for-alpha-users-1 14



Our View (1)

“ Evolutional Deployment

= 1st Phase: Isolated Cloud with SDN/NFV (Independent
Operators)

= 2nd Phase: Inter-operable/Federated Cloud with
SDN/NFV (Cooperation between Operators)

s 3rd Phase: pyCloud Integrated Cloud with SDN/NFV

s 4th Phase: Things Integrated Cloud with SDN/NFV

15



Our View (2)

< Converged Software-Defined Infrastructure

End Edge Core
)
‘uCloud

Au tomat ion Service i
] §(S DN/NFV
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Thank you!

17



	Introduction to SDI �(Software Defined Infrastructure)
	Software Defined Infrastructure
	‘Telco SDI’ for 5G Mobile Network
	What is OPNFV?
	Telco Friendly Approach (1)
	Telco Friendly Approach (2)
	Telco Friendly Approach (3)
	Telco Friendly Approach (4)
	IT Friendly Approach (1)
	IT Friendly Approach (2)
	IT Friendly Approach (3)
	IT Friendly Approach (4)
	IT Friendly Approach (5)
	IT Friendly Approach (6)
	Our View (1)
	Our View (2)
	Q&A

